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#### Abstract

Modern coding and cryptography methods require fast multiplication algorithms over integers or polynomials. Two significant theoretical evaluation were stated by authors of Karatsuba, Toom-Cook and Schonhage-Strassen algorithms, which reqiure $O\left(n^{\log _{2} 3}\right), O\left(n^{\log _{3} 5}\right)$ and $O(n \cdot \log n \cdot \log \log n)$ respectively. In this paper Karatsuba execution was examined and a multiplication algorithm via FFT was proposed and investigated. Approximate ranges of "best" performance and of Multiple Precision, Karatsuba and FFT multiplication were evaluated.
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## 1 Introduction

The problem of fast integer multiplication occurs in cryptography methods because they requires operating with long integers or polynomials, which are almost equal in complexity. There some widely known theoretical asymptotic evaluations, which were implied from correlating algorithms. The most frequently used are Multiple Precision[5], Karatsuba[3], Toom-Cook[1] and Schonhage-Strassen[2], which have decreasing asymptotics and increasing constants in their evaluation. Hence each algorithm has its own operating range. In this work Multiple Precision, Karatsuba and long FFT multiplication (was proposed by the author of the paper) algorithms were implemented and compared in order to learn their operating ranges.

## 2 Background

### 2.1 Multiple-precision multiplication

The most famous pencil and paper algorithm that is taught in grade school, called multiple-precision multiplication in [5] requires $O\left(n^{2}\right)$ operations, where $n$ is both integers' length.

### 2.2 Karatsuba algorithm

The first algorithm that appeared to be lower $O\left(n^{2}\right)$ was provided by Anatoly Karatsuba in his work [3]. The idea is the following:
$A \cdot B=\left(A_{1} \cdot 10^{m}+A_{2}\right)\left(B_{1} \cdot 10^{m}+B_{2}\right)=A_{1} B_{1} \cdot 10^{2 m}+\left(A_{1} B_{2}+A_{2} B_{1}\right) 10^{m}+A_{2} B_{2}$
where

$$
\begin{gather*}
A_{1} B_{2}+A_{2} B_{1}=\left(A_{1}+A_{2}\right)\left(B_{1}+B_{2}\right)-A_{1} B_{1}-A_{2} B_{2}  \tag{2}\\
2 m=\log _{10} A=\log _{10} B
\end{gather*}
$$

which gives us "divide and conqueror" recursive algorithm, with the following complexity:

$$
\begin{equation*}
T(n)=3 T\left(\frac{n}{2}\right)+O(n)=O\left(n^{\log _{2} 3}\right) \tag{3}
\end{equation*}
$$

### 2.3 Toom-Cook algorithm

Toom-Cook [1] algorithm is a generalization of Karatsuba. In Toom- $k$ the given numbers are divided into $k$ parts (i.e. Karatsuba is Toom-2). Let's define $m(k)$ as number of multiplications, $s(k)$ - number of additions (i.e. $m(2)=3, s(k)=8$ for Karatsuba (Toom-2) multiplication algorithm), assuming all low level operations are equal in complexity. Let be $T_{k}(n)$ - complexity of Toom-k algorithm, $T_{1}(1)=$ 1 due to previous assumption. Then

$$
\begin{aligned}
& \quad T_{k}(n)=m(k) T_{k}\left(\frac{n}{k}\right)+s(k)=m(k)\left(m(k) T_{k}\left(\frac{n}{k^{2}}\right)+s(k)\right)+s(k)=\ldots \\
& \ldots=m^{\log _{k} n}(k)+s(k) \frac{m^{\log _{k} n}(k)-1}{m(k)-1} \leq c(k) n^{\log _{k} m(k)} \\
& \quad \text { If } m(k)=2 k-1, T_{k}(n) \approx c(k) n^{1+\frac{1}{\log k}}, c(k)=1+\frac{s(k)}{2 k}
\end{aligned}
$$

### 2.4 Schonhage-Strassen algorithm

Basic idea The idea of the algorithm is based on DFT [10] and Convolution Theorem [11]. According to this theorem:
$D F T^{-} 1(D F T(P) * D F T(Q))=P Q$, where $P, Q$ - polynomials, *- convolution.

Which allows to multiply polynomials with complexity equal to the complexity of certain DFT algorithm, which can be lower than $O\left(n^{1+\varepsilon}\right), \forall \varepsilon>0$.

Choice of the ring The DFT can be perform over any cyclic group. Most commonly it is performed over the group of complex roots of unity or $\mathbb{Z} / n \mathbb{Z}$. The key idea is to choose $n=2^{m}+1$, where $m \in \mathbb{N}$. Such approach gives the following benefits: any value can be easily transformed into $2^{m}+1$ using binary operations, certain group of $2^{m}+1$ roots of unity can be easily described in such ring with a controllable accuracy of calculations.
$\sqrt{n}$ optimization Schonhage-Strassen works as follows: divide input numbers into $m$ and performs multiplication via FFT with a special accumulation procedure for overflow digits. The main optimization, that giving $O(n \cdot \log n \cdot \log \log n)$ complexity is division input into approximately $m=\sqrt{n}$ parts.

## 3 Multiplication via long FFT (LFFTM)

### 3.1 Basic idea

In this work a multiplication algorithm was proposed and investigated. This algorithm works as follows: performs FFT of size equal to $2 n$ over input vectors, that represent multipliers, then makes a convolution and applies inverse FFT to the result of convolution, and after that makes a digit shifting.

### 3.2 Motivation

The motivation of such approach is to simplify Schonhage-Strassen, because Schonhage-Strassen has not very much levels of recursion in practice. That gives a consideration that may be the only first level of recursion is enough for good performance.

### 3.3 Estimation

FFT is executed with the size equal to number length $N=\frac{n}{m}$, where $m$ is a minimal section of a long number defined by CPU/GPU low-level arithmetic. FFT provides a transform of multipliers and their product and requires $4 \log n$ low-level arithmetic to preserve accuracy. The complexity of this algorithm can be estimated as $O\left(n \log n \log ^{2} n\right)$, where $\log ^{2} n$ occurs due to low-level arithmetic operations.

## 4 Soft- and hardware

### 4.1 BigInt lib

In process of investigating Karatsuba and MPM performance a $\mathrm{C}++$ open-source library "BigInt" (see source code on [8]) was made by the author of the paper. Its kernel is class BigInt with basic MP addition and subtraction (also see [5]), implemented Karatsuba multiplication (with all optimizations described below), and basic MP division, that uses Karatsuba multiplication. The class also includes most of the basic overloaded operators, so the library can be easily used for any reasons.

### 4.2 FFT implementation

To make an experiment on simplified SS algorithm a state of the art FFT GPU library cuFFT [7] was used, algorithm was performed on "NVIDIA GeForce GT 1030" GPU. The cuFFT Library uses the Cooley-Tukey [9] algorithm to reduce the number of required operations to optimize the performance of particular transform sizes. This algorithm expresses the DFT matrix as a product of sparse building block matrices. The cuFFT Library implements the following building blocks: radix-2, radix-3, radix-5, and radix-7. Hence the performance of any smooth transform size that can be factored as $2^{a} \cdot 3^{b} \cdot 5^{c} \cdot 7^{d}(a, b, c$, and $d-$ non-negative integers) is optimized in the cuFFT library. There are also radixm building blocks for other primes, m , whose value is $; 128$. When the length cannot be decomposed as multiples of powers of primes from 2 to 127, Bluestein's algorithm is used. cuFFT has only real and complex value FFT implementation, hence the algorithm has an logarithmic error which increases with the number of operations, but still has the same complexity as if it was executed over $\mathbb{Z} / n \mathbb{Z}$.

Correctness All source code that was used for experiments is on the GitHub [8] and can be checked on correctness.

## 5 Numerical experiment

### 5.1 Karatsuba vs. MPM

The primal interest is to compare MP multiplication approach and Karatsuba method. But due to right transition to MP multiplication in the end of recursion

Karatsuba is always not slower. To achieve such performance the following problems should have been solved. The first one is the moment when to switch to MP algorithm depending on length of integer in current recursive call. According to numerical experiment (see Fig. ??, Fig. ??, comparison between different length of multipliers to switch to MP method) the first constant is $\sim 50$ digits in 10-digit arithmetics. Which makes this Karatsuba performance not worse that MP (see Fig. 1, comparison between optimized Karatsuba and MP).

The second problem is whether to chose Karatsuba or MP when the length of the multipliers are different. This constant can be counted from the following considerations:

$$
T_{\text {primal }}(n, m)=O(n \cdot m), T_{\text {Kar }}(n)=O\left(\max (n, m)^{\log _{2} 3}\right)
$$

hence

$$
T_{\text {Kar }}(n, m)>T_{\text {primal }} \Leftrightarrow m<C_{1} n^{\log _{2} 3-1}+C_{2}
$$

numerical experiment shows that (see Fig. 2)

$$
C_{1}=6,6, C_{2}=60.7
$$



Fig. 1: Time complexity comparison between primal and Karatsuba method with switching constant equals 50 .


Fig. 2: Researching $n, m$ ratio to choose MP multiplication instead of Karatsuba, when length of multipliers is unequal.


Fig. 4: Comparison between switching to MP different amount of digits in order to exit recursion when performing Karatsuba multiplication.

### 5.2 Karatsuba vs. GPU LFFTM

Due to desire to reach faster results an attempt to FFT multiplication on GPU using cuFFT library on CUDA architecture for NVDIA GPU [7]. As we see on plots it starts to perform faster on amount of digits from 1000 to 2000 . The result has such variance (see Fig. 6) because of the specifics of FFT implementation which execution speed depends on polynomyal's length factorisation. Another issue that have an impact on FFT complexity is time that graphic card requires for initializing memory and prepare for execution, which according to Fig. 6) is 600 ms . That means that the complexity of several performances would be lower, because it would take only one time for all preprocessing. According to this thought we can assume that GPU long FFT multiplication algorithm implementation working range starts from $\sim 750-1750$ digits.


Fig. 6: Karatsuba and GPU LFFTM comparison.

## 6 Conclusion

### 6.1 What do we have

In this research hyperparameters for better Karatsuba performance were achieved. Due to this, Karatsuba method can be performed not slower than regular MP independently from choice of number length. Also a multiplication algorithm via FFT was proposed and investigated, operating range on GPU was checked, which appeared to be $\sim 750-1750$ digits (in comparison to Karatsuba on CPU). And a simple and useful library to operate with big numbers was created.

### 6.2 Perspectives

According to the article [4], the Karatsuba tree can be flattened, which means, this algorithm can be performed in parallel. But this needs further research, because parallel processing requires heavy memory manipulations, which might lower the complexity on working ranges. Though FFT multiplication is still performs better on very big numbers, as it was shown on $750-1750$ decimal digits,
better results could be reached by using better implementations of FFT algorithm and by using state of the art GPU. Long FFT multiplication could be also optimized by choosing appropriate radix to perform multiplication over. Another research interest is to optimize Schonhage-Strassen with the same approach that Karatsuba was, by switching to simpler algorithm on the lower layers of recursion.
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